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ABSTRACT

Aims. We present a comparison between independent computer codes, modeling the physics and chemistry of photon dominated regions
(PDRs). Our goal was to understand the mutual differences in the PDR codes and their effects on the physical and chemical structure of the
model clouds, and to converge the output of different codes to a common solution.
Methods. A number of benchmark models have been calculated, covering low and high gas densities n = 103, 105.5 cm−3 and far ultraviolet
intensities χ = 10, 105 (FUV: 6 < h ν < 13.6 eV). The benchmark models were computed in two ways: one set assuming constant
temperatures, thus testing the consistency of the chemical network and photo-reactions, and a second set determining the temperature self
consistently by solving the thermal balance, thus testing the modeling of the heating and cooling mechanisms accounting for the detailed
energy balance throughout the clouds.
Results. We investigated the impact of PDR geometry and agreed on the comparison of results from spherical and plane-parallel PDR models.
We identified a number of key processes governing the chemical network which have been treated differently in the various codes such as the
effect of PAHs on the electron density or the temperature dependence of the dissociation of CO by cosmic ray induced secondary photons, and
defined a proper common treatment. We established a comprehensive set of reference models for ongoing and future PDR modeling and were
able to increase the agreement in model predictions for all benchmark models significantly. Nevertheless, the remaining spread in the computed
observables such as the atomic fine-structure line intensities serves as a warning that the astronomical data should not be overinterpreted.

Key words. ISM: abundances – Astrochemistry – ISM: clouds – ISM: general – Radiative Transfer – Methods: numerical

1. Introduction
Photon dominated regions or photodissociation regions (PDRs)
play an important role in modern astrophysics as they are re-
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sponsible for many emission characteristics of the ISM, and
dominate the infrared and submillimetre spectra of star for-
mation regions and galaxies as a whole. Theoretical models
addressing the structure of PDRs have been available for ap-
proximately 30 years and have evolved into advanced computer
codes accounting for a growing number of physical effects with
increasing accuracy. These codes have been developed with
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different goals in mind: some are geared to efficiently model
a particular type of region, e.g. HII regions, protoplanetary
disks, planetary nebulae, diffuse clouds, etc.; others emphasize
a strict handling of the micro-physical processes in full detail
(e.g. wavelength dependent absorption), but at the cost of in-
creased computing time. Yet others aim at efficient and rapid
calculation of large model grids for comparison with obser-
vational data, which comes at the cost of pragmatic approx-
imations using effective rates rather than detailed treatment.
As a result, the different models have focused on the detailed
simulation of different processes determining the structure in
the different regions while using only rough approximations
for other processes. The model setups vary greatly among dif-
ferent model codes. This includes the assumed model geom-
etry, their physical and chemical structure, the choice of free
parameters, and other details. Consequently it is not always
straightforward to directly compare the results from different
PDR codes. Taking into account that there are multiple ways of
implementing physical effects in numerical codes, it is obvious
that the model output of different PDR codes can differ from
each other. As a result, significant variations in the physical and
chemical PDR structure predicted by the various PDR codes
can occur. This divergency would prevent a unique interpreta-
tion of observed data in terms of the parameters of the observed
clouds. Several new facilities such as Herschel, SOFIA, APEX,
ALMA, and others will become available over the next years
and will deliver many high quality observations of line and dust
continuum emission in the sub-millimeter and FIR wavelength
regime. Many important PDR tracers emit in this range ([CII]
(158µm), [OI] (63 and 146 µm), [CI] (370 and 610 µm), CO
(650, 520, ..., 57.8 µm), H2O, etc.). In order to reliably ana-
lyze these high quality data we need a set of high quality tools,
including PDR models that are well understood and properly
debugged. As an important preparatory step toward these mis-
sions an international cooperation between many PDR model
groups was initialized. The goals of this PDR-benchmarking
were:

– to understand the differences in the different code results
– to obtain (as much as possible) the same model output with

every PDR code when using the same input
– to agree on the correct handling of important processes
– to identify the specific limits of applicability of the avail-

able codes

To this end, a PDR-benchmarking workshop was
held at the Lorentz Center in Leiden, Netherlands
in 2004 to jointly work on these topics (URL:
http://www.lorentzcenter.nl/). In this paper
we present the results from this workshop and the results
originating from the follow-up activities. A related workshop
to test line radiative transfer codes was held in 1999 (see van
Zadelhoff et al., 2002, for results).

It is not the purpose of the benchmarking to present a pre-
ferred solution or a preferred code. PDRs are found in a large
variety of objects and under very different conditions. To this
end, it was neither possible nor desirable to develop a generic
PDR code, able to model every possible PDR. Every partici-
pating code was developed for a particular field of application,

and has its individual strengths and weaknesses. Furthermore,
the benchmarking is not meant to model any ’real’ astronomical
object. The main purpose of this study is technical not physical.
This is also reflected in the choice of the adopted incomplete
chemical reaction network (see § 4).

In § 2 we briefly introduce the physics involved in PDRs, in
§ 3 we introduce some key features in PDR modeling. § 4 de-
scribes the setup of the benchmark calculations and § 5 presents
the results for a selection of benchmark calculations and gives a
short review over the participating codes. In § 6 we discuss the
results and summarize the lessons, learned from the benchmark
effort. A tabular overview of the individual code characteristics
is given in the Appendix.

2. The Physics of PDRs
It is common to distinguish between HII regions and PDRs,
even if it is unquestioned that HII regions are also domi-
nated by photons. The transition from HII region to PDR takes
place when FUV photons with energies larger than the ioniza-
tion energy of hydrogen (13.6 eV) are efficiently used up1. In
PDRs the gas is heated by the far-ultraviolet radiation (FUV,
6 < hν < 13.6 eV, from the ambient UV field and from
hot stars) and cooled via the emission of spectral line radiation
of atomic and molecular species and continuum emission by
dust (Hollenbach & Tielens 1999, Sternberg 2004). The FUV
photons are heating the gas by means of photoelectric emis-
sion from grain surfaces and polycyclic aromatic hydrocarbons
(PAHs) and by collisional de-excitation of vibrationally excited
H2 molecules. Additional contribution to the total gas heating
comes from H2 formation, dissociation of H2, dust-gas colli-
sions in case of dust temperatures exceeding the gas tempera-
ture, cosmic ray heating, turbulence heating, and from chemical
heating. At low visual extinction AV the gas is cooled by emis-
sion of atomic fine-structure lines, mainly [CII] 158µm and
[OI] 63µm. At larger depths, millimeter, sub-millimeter and
far-infrared molecular rotational-line cooling (CO, OH, H2,
H2O) becomes important, and a correct treatment of the radia-
tive transfer in the line cooling is critical. The balance between
heating and cooling determines the local gas temperature. The
local FUV intensity also influences the chemical structure, i.e.
the abundance of the individual chemical constituents of the
gas. The surface of PDRs is mainly dominated by reactions
induced by UV photons, especially the ionization and disso-
ciation of atoms and molecules. With diminishing mean FUV
intensity at higher optical depths more complex species may be
formed without being radiatively destroyed immediately. Thus
the overall structure of a PDR is the result of a very complex
interplay between radiative transfer, energy balance, and chem-
ical reactions.

3. Modeling of PDRs
The history of PDR modeling started in the early 1970’s
(Hollenbach et al., 1971; Jura, 1974; Glassgold & Langer,

1 This distinction is clearer when referring to PDRs as Photo-
Dissociation Regions, since dissociable molecules are hardly found
in HII regions
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1975; Black & Dalgarno, 1977) with steady state models for
the transitions from H to H2 and from C+ to CO. In the fol-
lowing years a number of models, addressing the chemical and
thermal structure of clouds subject to an incident flux of FUV
photons have been developed (de Jong et al., 1980; Tielens
& Hollenbach, 1985; van Dishoeck & Black, 1988; Sternberg
& Dalgarno, 1989; Hollenbach et al., 1991; Le Bourlot et al.,
1993; Störzer et al., 1996). Additionally, a number of models,
focusing on certain aspects of PDR physics and chemistry were
developed, e.g. models accounting for time-dependent chemi-
cal networks, models of clumped media, and turbulent PDR
models (Wagenblast & Hartquist, 1988; de Boisanger et al.,
1992; Lee et al., 1996; Hegmann & Kegel, 1996; Spaans, 1996;
Nejad & Wagenblast, 1999; Röllig et al., 2002; Papadopoulos
et al., 2002). Standard PDR models generally do not account
for dynamical properties of gas. For a more detailed review see
Hollenbach & Tielens (1999).

In order to numerically model a PDR it is necessary to com-
pute all local properties of a cloud such as the relative abun-
dances of the gas constituents together with their level popu-
lations, temperature of gas and dust, gas pressure, composition
of dust/PAHs, and many more. This local treatment is com-
plicated by the radiation field which couples remote parts of
the cloud. The local mean radiation field, which is responsible
for photochemical reactions, gas/dust heating, and excitation of
molecules heavily depends on the position inside the cloud and
the (wavelength dependent) absorption along the lines of sight
toward this position. This non-local coupling makes numerical
PDR calculations a CPU time consuming task.

PDR modelers and observers approach the PDRs from op-
posite sides: PDR models start by calculating the local prop-
erties of the clouds like the local CO density and the corre-
sponding gas temperature and use these local properties to infer
the expected global properties of the cloud like total emergent
emissivities or fluxes and column densities. The observer on
the other hand starts by observing global features of a source
and tries to infer the local properties from that. The connec-
tion between local and global properties is complex and not
necessarily unambiguous. Large uncertainties in e.g. the CO
density at the surface of the cloud may result in a relatively
unaffected value for the CO column density due to the dom-
inance of the high central density. If one is interested in the
total column density it does not matter if different codes pro-
duce a different surface CO density. For the interpretation of
high-J CO emission lines, however different CO densities in
the outer cloud layers make a difference since high tempera-
tures are required to produce sufficiently high-J CO fluxes, and
different PDR codes can lead to different interpretations. Thus,
if different PDR model codes deviate in their predicted cloud
structures, this may impact the interpretation of observations
and may prevent inference of the ’true’ structure behind the
observed data. To this end it is very important to understand
the origin of present differences in PDR model calculations.
Otherwise it is impossible to rule out alternative interpretations.
The ideal situation, from the modelers point of view, would be
a complete knowledge of the true local structure of a real cloud
and their global observable properties. This would easily al-
low us to calibrate PDR models. Since this case is unobtain-

able, we take one step back and apply a different approach: If
all PDR model codes use the exact same input and the same
model assumptions they should theoretically produce the same
predictions.

Because of the close interaction between chemical and ther-
mal balance and radiative transfer, PDR codes typically iter-
ate through the following computation steps: 1) solve the local
chemical balance to determine local densities, 2) solve the lo-
cal energy balance to estimate the local physical properties like
temperatures, pressures, and level populations, 3) solve the ra-
diative transfer, 4) depending on the geometrical setup (for ex-
ample semi-infinite slab vs. finite slab) it may be necessary to
successively iterate steps 1)-3). Each step requires a variety of
assumptions and simplifications. Each of these aspects can be
investigated to great detail and complexity (see for example
van Zadelhoff et al. (2002) for a discussion of NLTE radiative
transfer methods), but the explicit aim of the PDR comparison
workshop was to understand the interaction of all computation
steps mentioned above. Even so it was necessary to consider-
ably reduce the model complexity in order to disentangle cause
and effect.

3.1. Description of Sensitivities and Pitfalls
Several aspects of PDR modeling have shown the need for de-
tailed discussion, easily resulting in misleading conclusions if
not treated properly:

3.1.1. Model Geometry
The most important quantity describing the radiation field in
PDR models is the local mean intensity (or alternatively the
energy density) as given by:

Jν =
1

4 π

∫

Iν dΩ [erg cm−2 s−1 Hz−1 sr−1] (1)

with the specific intensity Iν being averaged over the solid an-
gle Ω. Note that when referring to the ambient FUV in units of
Draine χ (Draine, 1978) or Habing G0 (Habing, 1968) fields,
these are always given as averaged over 4π. If we place a model
cloud of sufficient optical thickness, like implicated by a semi-
infinite cloud, in such an average FUV field, the resulting lo-
cal mean intensity at the cloud edge is half the value of that
without the cloud. The choice between directed and isotropic
FUV fields directly influences the attenuation due to dust. In
the uni-directional case the FUV intensity along the line of
sight is attenuated according to exp(−τ), where τ is the opti-
cal depth of the dust. For pure absorption, and accounting for
non-perpendicular lines of sight the radiative transfer equation
becomes:

µ
dIν(µ, x)

dx = −κν Iν(µ, x) . (2)

with the cosine of direction µ = cosΘ, the cloud depth x, and
the absorption coefficient κν. For the isotropic case, I0(µ) =
J0 = const., integration of Eq. 2 leads to the second order ex-
ponential integral:

J/J0 = E2(τ) =
∫ 1

0

exp(−τ µ)
µ2 dµ (3)
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The attenuation with depth in the isotropic case is signifi-
cantly different from the uni-directional case. A common way
to describe the depth dependence of a particular quantity in
PDRs is to plot it against AV, which is a direct measure of
the traversed column of attenuating material. In order to com-
pare the uni-directional and the isotropic case it is necessary
to rescale them to the same axis. It is possible to define an ef-
fective AV,eff = − ln[E2(AV)] in the isotropic case, where AV
is the attenuation perpendicular to the surface, i.e. the smallest
column of material to the surface. In this paper all results from
spherical models are scaled to AV,eff.

3.1.2. Chemistry

PDR chemistry has been addressed in detail by many authors
(Tielens & Hollenbach, 1985; van Dishoeck & Black, 1988;
Hollenbach et al., 1991; Fuente et al., 1993; Le Bourlot et al.,
1993; Jansen et al., 1995; Sternberg & Dalgarno, 1995; Lee
et al., 1996; Bakes & Tielens, 1998; Walmsley et al., 1999;
Savage & Ziurys, 2004; Teyssier et al., 2004; Fuente et al.,
2005; Meijerink & Spaans, 2005). These authors discuss nu-
merous aspects of PDR chemistry in great detail and give a
comprehensive overview of the field. At this point we repeat
some crucial points in the chemistry of PDRs in order to moti-
vate the benchmark standardization and to prepare the discus-
sion of the benchmark result.

Chemistry in PDRs differs from standard, interstellar
chemistry. Photoprocesses are very important due to the high
FUV intensity, as well as reactions with atomic H. Of major im-
portance for the chemistry in PDRs, and heavily influenced by
the FUV field is the formation and destruction of H2. H2 forms
on grain surfaces, a process which crucially depends on the
temperatures of the gas and the grains (Hollenbach & Salpeter,
1971; Cazaux & Tielens, 2004), which themselves depend on
the local cooling and heating, governed by the FUV. The photo-
dissociation of H2 is a line absorption process and, thus is sub-
ject to effective shielding (van Dishoeck & Black, 1988). This
leads to a rapid transformation from atomic to molecular hy-
drogen once the H2 absorption lines are optically thick. The
photo-dissociation of CO is also a line absorption process, ad-
ditionally complicated by the fact that the broad H2 absorption
lines overlap with CO absorption lines. Similar to H2 this leads
to a transition from atomic carbon to CO. For AV < 1 carbon is
predominantly present in ionized form. CO is formed at about
AV ≈ 2. This results in the typical PDR stratification of H/ H2
and C+/ C/ CO. The depth of this transition zone depends on
the physical parameters but also on the contents of the chemi-
cal network: for example the inclusion of PAHs into the chem-
ical balance calculations shifts the C+ to C transition to smaller
AV,eff (e.g. Lepp & Dalgarno, 1988; Bakes & Tielens, 1998).

The chemistry calculation itself covers the destruction and
formation reactions of all chemical species considered. For
each included species i this results in a balance equation of the
form:

dni
dt =

∑

j

∑

k
n j nk R jki +

∑

l
nl ζli

− ni

















∑

l
ζil +

∑

l

∑

j
n j Ri jl

















(4)

The first two terms cover all formation processes while the
last two terms account for all destruction reactions. R jki is the
reaction rate coefficient for the reaction X j + Xk → Xi + ...,
ζil is the local photo-destruction rate coefficient for ionization
or dissociation of species Xi + h ν → Xl + ..., either by FUV
photons or by cosmic rays (CR), and ζli is the local formation
rate coefficient for formation of Xi by photo-destruction of
species Xl. For a stationary solution one assumes dni/dt = 0,
while non-stationary models solve the differential equation 4
in time. Three major questions have to be addressed:

1. which species i should be included?
2. which reactions should be considered?
3. which reaction rate coefficients should be applied?

A general answer to question 1) cannot be given, since it de-
pends on the field of application. In steady state one has to solve
a system of M nonlinear equations, where M is the number
of included species, thus the complexity of the problem scales
linearly with the number of species rather than with the num-
ber of chemical reactions. Nowadays CPU time is not a major
concern for the design of chemical networks. Nevertheless, in
some cases a small network can give similar results as a big net-
work. Several studies have shown that very large networks may
include a surprisingly large number of ’unimportant’ reactions,
i.e. reactions that may be removed from the network with-
out changing the chemical structure significantly (Markwick-
Kemper, 2005; Wakelam et al., 2005a). It is more important to
identify crucial species not to be omitted, i.e. species that dom-
inate the chemical structure under certain conditions. A well
known example is the importance of sulfur for the formation
of atomic carbon at intermediate AV where the charge transfer
reaction S + C+ → C + S+ constitutes an additional produc-
tion channel for atomic carbon, visible in a second rise in the
abundance of C (Sternberg & Dalgarno, 1995). In these bench-
marking calculations, sulfur was not included in order to mini-
mize model complexity, in spite of its importance for the PDR
structure. The chemical network is a highly non-linear system
of equations. Hence it is not self-evident that a unique solution
exists at all, multiple solution may be possible as demonstrated
e.g. by Le Bourlot et al. (1993) in certain regimes of param-
eter space encountered in PDRs. The numerical stability and
the speed of convergence may vary significantly over different
chemical networks.

Regarding question 2) a secure brute force approach would
be the inclusion of all known reactions involving all chosen
species, under the questionable assumption that we actually
know all important reactions and their rate coefficients. This
particularly concerns grain surface reactions and gas-grain in-
teractions such as freeze-out and desorption. It is important not
to create artificial bottlenecks in the reaction scheme by omit-
ting important channels. The choice of reaction rate coefficients
depends on factors like availability, accuracy, etc.. A number
of comprehensive databases of rate coefficients is available to-
day, e.g. NSM/OHIO (Wakelam et al., 2004, 2005b), UMIST
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(Millar, Farquhar, & Willacy, 1997; Le Teuff et al., 2000), and
Meudon (Le Bourlot et al., 1993), which collect the results
from many different references, both theoretical and experi-
mental.

Fig. 1. Comparison between models codes with (dashed line) and
without (solid line) excited molecular hydrogen, H∗2. The abundance
profile of CH is plotted for both models against AV,eff . Benchmark
model F3 has a high density (n = 105.5 cm−3) and low FUV intensity
(χ = 10).

An example for the importance of explicitly agreeing on the
treatment of certain chemical aspects is the reaction:

C + H2 → CH + H (5)

It has an activation energy barrier of 11700 K (Millar, Farquhar,
& Willacy, 1997), effectively reducing the production of CH
molecules. If we include vibrationally excited H∗2 into the
chemical network and assume that reaction 5 has no activation
energy barrier for reactions with H∗2 we obtain a significantly
higher production rate of CH as shown in Figure 1. Of course
this is a rather crude assumption, but it demonstrates the im-
portance of explicitly agreeing on how to handle the chemical
calculations in model comparisons.

Another example is the formation of C in the dark cloud
part of a PDR, i.e. at values of AV ≈ 5 − 10. A possible for-
mation channel for atomic carbon is the dissociation of CO by
secondary UV photons, induced by cosmic rays (Le Teuff et
al., 2000). In the outer parts of the PDR the impinging FUV
field dominates the dissociation of CO, but for higher AV the
FUV field is effectively shielded and CR induced UV pho-
tons become important. For CO, this process depends on the
level population of CO, and therefore is temperature depen-
dent (Gredel et al., 1987). Assuming LTE, the reaction rate as
given by Gredel et al. (1987) has to be corrected by a factor
of (T/300K)1.17 effectively reducing the dissociation rate for
temperatures below 300 K (Le Teuff et al., 2000). In Figure
2 we plot the density profile of atomic carbon for an isother-
mal benchmark model with temperature T = 50 K. The solid
line represents the model result for a temperature independent

photo-rate using the average reaction rate for T = 300 K, com-
pared to the results using the rate corrected for T=50 K, given
by the dashed curve.

Fig. 2. The density profile of atomic carbon for the benchmark model
F2 (low density, high FUV, as discussed in § 4 ). The solid curve re-
sults from a constant dissociation by CR induced secondary photons,
the dashed curve shows the influence of a temperature dependent dis-
sociation.

3.1.3. Heating and Cooling
To determine the local temperature in a cloud, the equilibrium
between heating and cooling has to be calculated. The heating
rates mainly depend on the chemical reaction rates, the grain
size distribution, grain composition, and H2 treatment, while
the cooling rates are dominantly influenced by the transition
rate coefficients and the dust opacity in FIR. Table 1 gives an
overview of the most important heating and cooling processes.
Most of them can be modelled at different levels of detail. This
choice may have a major impact on the model results. One ex-
ample is the influence of PAHs on the efficiency of the photo-
electric heating, which results in a significantly higher temper-

Table 1. Overview over the major heating and cooling processes in
PDR physics

heating cooling

grain photoelectric heating [CII] 158µm
PAH heating [OI] 63, 145µm
H2 vibrational de-excitation [CI] 370, 610 µm
H2 dissociation [SiII] 35 µm
H2 formation CO,H2O, OH, H2
CR ionization Ly α, [OI], [FeII]
gas-grain collisions gas-grain collisions
turbulence
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ature e.g. at the surface of the model cloud. Bakes & Tielens
(1994) give convenient fitting formulas for the photoelectric
heating. Another important case is the vibrational de-excitation
of H2. A detailed calculation of the level population shows that
for temperatures above 800 K the lowest transition may switch
from heating to cooling. This imposes a significant influence
on the net heating from H2 vibrational de-excitation. When us-
ing an approximation for the heating rate it is important to ac-
count for this cooling effect (Röllig et al., 2005). The cooling
of the gas by line emission depends on the atomic and molec-
ular data as well as on the radiative transfer. A common ap-
proximation to the radiative transfer problem is by assuming
escape probabilities for the cooling lines (de Jong et al., 1980;
Stutzki, 1984; Störzer et al., 1996). Note that the calculation
of the local escape probability by integrating exp(−τν) over 4π
gives the exact value for the escape probability of a photon at
a certain location. Yet calculating the local state of excitation
by using 1 − exp(−τν) integrated over 4π and thus assuming
the same excitation temperature all over the cloud, is indeed
an approximation. The [OI] 63µm line may also become very
optically thick and can act both as heating and cooling. Under
certain benchmark conditions (low density, constant tempera-
ture Tgas = 50 K) the [OI] 63µm line even showed weak mas-
ing behavior (see online data plots). Collisions between the gas
particles and the dust grains also contribute to the total heating
or cooling.

3.1.4. Grain Properties

Similar to the subsection § 3.1.2 on chemistry we will give a
short overview of the importance of dust grains in the model-
ing of PDRs. Many aspects of PDR physics and chemistry are
connected to dust properties. Dust acts on the energy balance
of the ISM by means of photoelectric heating; it influences the
radiative transfer by absorption and scattering of photons, and
it acts on the chemistry of the cloud via grain surface reactions,
e.g. the formation of molecular hydrogen and the depletion of
other species. Often dust is split into three components: PAHs,
very small grains (VSGs) and big grains (BGs).

The properties of big grains have been reviewed recently by
Draine (2003, and references cited). These BGs are the main
source for the dust opacity, thus determining the UV attenua-
tion. The dust grains themselves consist of amorphous silicates
and carbonaceous material and may be covered with ice man-
tles in the denser and colder parts of the ISM. For a detailed ex-
planation of the composition of grains and their extinction due
to scattering and absorption see Li & Draine (2002) and ref-
erences therein. The first indirect evidence for the presence of
VSGs in the ISM was presented by Andriesse (1978) in the case
of the M17 PDR. VSGs and PAHs, with a heat content smaller
than or comparable to the energy of a single photon, are sub-
ject to fluctuations in dust temperature, and are also important
in the context of photoelectric heating, since their photoelec-
tric yield is generally larger than for larger grains. Cazaux &
Tielens (2004) give an overview of the present knowledge on
formation of molecular hydrogen on grain surfaces and present
a new model as well as comparison with laboratory results. The

influence of gas depletion and grain surface reactions may be
immense, but usually the inclusion of freeze-out and desorp-
tion does not affect the traditional PDR tracers. Unsuccessful
attempts to detect O2 with the SWAS and Odin (Goldsmith et
al., 2000; Pagani et al., 2003; Wilson et al., 2005) satellites
allow to derive upper limits for molecular oxygen which are
lower than predictions of standard gas-phase chemical mod-
els. By accounting for freeze-out and surface reactions this di-
vergence between observation and prediction may be resolved
(Bergin et al., 2000; Viti et al., 2001; Roberts & Herbst, 2002)
and the latest PDR models to explain H2O and O2 include pho-
todesorption of H2O ice (Dominik et al., 2005). Spaans & van
Dishoeck (2001) present an alternative interpretation of the ab-
sence of O2 in terms of clumpy PDRs.

The influence and proper treatment of electron densities to-
gether with grain ionization and recombination is still to be an-
alyzed. Some approaches are given by Weingartner & Draine
(2001). Not only the charge of dust and PAHs but also the
scattering properties are still in discussion. This may heavily
influence the model output. It has been shown that the inclu-
sion of back-scattering significantly increases the total photo-
dissociation rate, e.g of H2, at the surface of the model cloud
compared to calculations with pure forward scattering.

3.1.5. Radiative Transfer

The radiative transfer (RT) can be split into two distinct wave-
length regimes: FUV and IR/FIR. These may also be labeled
as ’input’ and ’output’. FUV radiation due to ambient UV field
and/or young massive stars in the neighborhood impinges on
the PDR. The FUV photons are absorbed on their way deeper
into the cloud, giving rise to the well known stratified chem-
ical structure of PDRs. In general, reemission processes can
be neglected in the FUV, considerably simplifying the radia-
tive transfer problem. Traveling in only one direction, from the
edge to the inside, the local mean FUV intensity can usually be
calculated in a few iteration steps. In contrast to the FUV, the
local FIR intensity is a function of the temperature and level
population at all positions due to absorption and reemission of
FIR photons. Thus a computation needs to iterate over all spa-
tial grid points. A common simplifying approximation is the
spatial decoupling via the escape probability approximation.
This allows to substitute the intensity dependence with a depen-
dence on the relevant optical depths, entering the escape prob-
ability. The calculation of emission line cooling then becomes
primarily a problem of calculating the local excitation state of
the particular cooling species. An overview of NLTE radiative
transfer methods is given by van Zadelhoff et al. (2002)

3.1.6. Ionization Rate

One very important parameter for any PDR model is the cos-
mic ray ionization rate ζCR. Especially in the dark cloud part of
the PDR (AV,eff >∼ 1...10), ζCR is the dominant ionization source
and thus triggers most important chemical ion-neutral reaction
chains. Some of these key reactions very sensitively depend on
ζCR, giving rise to very big differences in the resulting chemical
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Fig. 3. Model F1 (n=103 cm−3, χ = 10): The influence of the cosmic ray ionization rate on the chemical structure of a model cloud. The solid
lines give the results for an ionization rate, enhanced by a factor 4, the dashed lines are for the lower ionization rate. The different colors denote
different chemical species

structure. To demonstrate this we plotted in Fig. 3 the density
profiles of two model clouds with identical input parameters
(isothermal model F1) except for one single chemical reaction
rate: the ionization of He by cosmic ray particles. The solid
lines give the results for an ionization rate, enhanced by a fac-
tor 4, the dashed lines are for the lower ionization rate. The
most prominent differences are highlighted with respectively
colored arrows. The factor 4 in ζCR results in differences in
density up to 4 orders of magnitude! Due to its strong influence
on the chemistry of a cloud it is possible to derive the quanti-
tative value of ζCR from the observation of certain key species
(for discussion see Lintott & Rawlings (2005) and references
therein). Yet the results vary by roughly a factor of 10 depend-
ing on the applied method. This uncertainty together with the
fact that observations also indicate that the local CR ionization
rate ζCR varies between different Galactic sources emphasizes
the importance of the ionization rate for any PDR model calcu-
lation. Additionally, it demonstrates that it is difficult to simply
apply PDR model results for a certain source to a different ob-
ject.

4. Description of the Benchmark Models
4.1. PDR Code Characteristics
A total number of 11 model codes participated in the PDR
model comparison study during and after the workshop in
Leiden. Table 2 gives an overview of these codes. The codes

are different in many aspects:

– finite and semi-infinite plane-parallel and spherical geome-
try, disk geometry

– chemistry: steady state vs. time-dependent, different chem-
ical reaction rates, chemical network

– IR and FUV radiative transfer (effective or explicitly wave-
length dependent), shielding, atomic and molecular rate co-
efficients

– treatment of dust and PAH
– treatment of gas heating and cooling
– range of input parameters
– model output
– numerical treatment, gridding, etc.

This manifold in physical, chemical and technical differences
makes it difficult to directly compare results from the differ-
ent codes. Thus we tried to standardize the computation of
the benchmark model clouds as much as possible. This re-
quired all codes to reduce their complexity and sophistica-
tion, often beyond what their authors considered to be accept-
able, considering detailed knowledge of some of the physi-
cal processes. However as the main goal of this study was
to understand why and how these codes differ these sim-
plifications are acceptable. Our aim was not to provide the
most realistic model of real astronomical objects. The in-
dividual strengths (and weaknesses) of each PDR code are
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Table 2. List of participating codes. See Appendix for short description of the individual models.

Model Name Authors
Aikawa(1) H.-H. Lee, E. Herbst, G. Pineau des Forêts, J. Le Bourlot, Y. Aikawa, N. Kuboi (Lee et al., 1996)
Cloudy G. J. Ferland, P. van Hoof, N. P. Abel, G. Shaw (Ferland et al., 1998; Abel et al., 2005)
COSTAR I. Kamp, F. Bertoldi, G.-J. van Zadelhoff (Kamp & Bertoldi, 2000; Kamp & van Zadelhoff, 2001)
HTBKW D. Hollenbach, A.G.G.M. Tielens, M.G. Burton, M.J. Kaufman, M.G. Wolfire

(Tielens & Hollenbach, 1985; Kaufman et al., 1999; Wolfire et al., 2003)
KOSMA-τ H. Störzer, J. Stutzki, A. Sternberg (Störzer et al., 1996), B. Köster, M. Zielinsky, U. Leuenhagen

Bensch et al. (2003),Röllig et al. (2005)
Lee96mod H.-H. Lee, E. Herbst, G. Pineau des Forêts, E. Roueff, J. Le Bourlot, O. Morata (Lee et al., 1996)
Leiden J. Black, E. van Dishoeck, D. Jansen and B. Jonkheid

(Black & van Dishoeck, 1987; van Dishoeck & Black, 1988; Jansen et al., 1995)
Meijerink R. Meijerink, M. Spaans (Meijerink & Spaans, 2005)
Meudon J. Le Bourlot, E. Roueff, F. Le Petit (Le Petit et al., 2005, 2002; Le Bourlot et al., 1993)
Sternberg A. Sternberg, A. Dalgarno (Sternberg & Dalgarno, 1995; Sternberg & Neufeld, 1999)
UCL PDR S. Viti, W.-F. Thi, T. Bell (Taylor et al., 1993; Papadopoulos et al., 2002)

(1) The authors could not attend the workshop.

briefly summarized in the Appendix and on the website:
http://www.ph1.uni-koeln.de/pdr-comparison .

4.2. Benchmark Frame and Input Values
A total of 8 different model clouds were agreed upon for the
benchmark comparison. The density and FUV parameter space
is covered exemplary by accounting for low and high densities
and FUV fields under isothermal conditions, giving 4 different
model clouds. The complexity of the model calculations was
reduced by setting the gas and dust temperatures to a given
constant value (models F1-F4, ’F’ denoting a fixed tempera-
ture), making the results independent of the solution of the lo-
cal energy balance. In a second benchmark set, the thermal bal-
ance has been solved explicitly thus determining the tempera-
ture profile of the cloud (models V1-V4, ’V’ denoting variable
temperatures). Table 3 gives an overview of the cloud parame-
ter of all eight benchmark clouds.

Table 3. Specification of the model clouds that were computed during
the benchmark. The models F1-F4 have constant gas and dust tem-
peratures, while V1-V4 have their temperatures calculated self con-
sistently.

F1 F2
T=const=50 K T=const=50 K

n = 103 cm−3, χ = 10 n = 103 cm−3, χ = 105

F3 F4
T=const=50 K T=const=50 K

n = 105.5 cm−3, χ = 10 n = 105.5 cm−3, χ = 105

V1 V2
T=variable T=variable

n = 103 cm−3, χ = 10 n = 103 cm−3, χ = 105

V3 V4
T=variable T=variable

n = 105.5 cm−3, χ = 10 n = 105.5 cm−3, χ = 105

4.2.1. Benchmark Chemistry

One of the crucial steps in arriving at a useful code comparison
was to agree on the use of a standardized set of chemical
species and reactions to be accounted for in the benchmark
calculations. For the benchmark models we only included the
four most abundant elements H, He, O, and C. Additionally
only the species given in Tab. 4 are included in the chemical
network calculations:

Table 4. Chemical content of the benchmark calculations.

Chemical species in the models

H, H+, H2, H+2 , H+3
O, O+, OH+, OH, O2, O+2 , H2O, H2O+, H3O+
C, C+, CH, CH+, CH2, CH+2 , CH3,
CH+3 , CH4, CH+4 , CH+5 , CO, CO+,HCO+
He, He+, e−

The chemical reaction rates are taken from the
UMIST99 database (Le Teuff et al., 2000) together
with some corrections suggested by A. Sternberg.
The complete reaction rate file is available online
(http://www.ph1.uni-koeln.de/pdr-comparison). To
reduce the overall modeling complexity PAHs were neglected
in the chemical network and were only considered for the
photoelectric heating (photoelectric heating efficiency as
given by Bakes & Tielens, 1994) in models V1-V4. Codes
which calculate time-dependent chemistry used a suitably long
time-scale in order to reach steady state (e.g. UCL PDR used
100 Myr).
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4.2.2. Benchmark Geometry
All model clouds are plane-parallel, semi-infinite clouds of
constant total hydrogen density n = n(H) + 2 n(H2). Spherical
codes approximated this by assuming a very large radius for the
cloud. All groups were required to deliver stationary solutions,
thus integrating up to t = 108 yrs for time-dependent codes.

4.2.3. Physical Specifications
As many model parameters as possible were agreed upon at
the start of the benchmark calculations, to avoid initial con-
fusion in comparing model results. To this end we set most
crucial model parameters to the following values: the value for
the standard UV field was taken as χ = 10 and 105 times the
Draine (1978) field. For a semi-infinite plane parallel cloud the
CO dissociation rate at the cloud surface for χ = 10 should
equal 10−9 s−1, using that for optically thin conditions (for
which a point is exposed to the full 4π steradians as opposed
to just 2π at the cloud surface) the CO dissociation rate is
2 × 10−10 s−1 for a unit Draine field. The cosmic ray H ion-
ization rate is assumed to be ζ = 5 × 10−17 s−1 and the visual
extinction AV = 6.289 × 10−22NH,tot. If the codes do not ex-
plicitly calculate the unattenuated H2 photo-dissociation rates
(by summing over oscillator strengths etc.) we assume that
the unattenuated H2 photo-dissociation rate in a unit Draine
field is equal to 5.18 × 10−11 s−1, so that at the surface of a
semi-infinite cloud for 10 times the Draine field the H2 disso-
ciation rate is 2.59 × 10−10 s−1. For the dust attenuation fac-
tor in the H2 dissociation rate we assumed exp(−k AV) if not
treated explicitly wavelength dependent. The value k = 3.02
is representative for the effective opacity in the 912-1120 Å
range. We use a very simple H2 formation rate coefficient
R = 3 × 10−18 T 1/2

= 2.121×−17 cm3 s−1 at T = 50 K, as-
suming that every hitting atom sticks to the grain and reacts to
H2. A summary over the most important model parameters is
given in Table 5.

5. Results
In the following section we give a short overview of the up
to date results of the PDR model comparison. The names of
the model codes are printed in typewriter font (e.g. COSTAR).
We will refer to the two stages of the benchmarking re-
sults by pre- and post-benchmark, denoting the model re-
sults at the beginning of the comparison and at its end re-
spectively. All pre- and post-benchmark results are posted at
http://www.ph1.uni-koeln.de/pdr-comparison. One
model from the initial 12 participating model was left out in the
respective plots because the authors could not attend the work-
shop. In addition, the KOSMA-τ models (Röllig et al., 2005)
and the models by Bensch have been merged to a single set
(labeled KOSMA-τ) as they are variants on of the same basic
model which do not differ for the given benchmarking parame-
ter set, and consequently give identical results. To demonstrate
the impact of the benchmark effort on the results of the partici-
pating PDR codes we plot the well known C/ C+ / CO transition
for a typical PDR environment before and after the changes

identified as necessary during the benchmark in Fig. 4. The
photo-dissociation of carbon monoxide is thought to be well
understood for almost 20 years (van Dishoeck & Black, 1988).
Nevertheless we see a significant scatter for the densities of C+,
C, and CO in the top plot of Fig. 4. The code dependent scat-
ter in the pre-benchmark rates is significant. Most deviations
could be assigned to either bugs in the pre-benchmark codes,
misunderstandings, or to incorrect geometrical factors (e.g. 2 π
vs. 4 π). This emphasizes the importance of this comparative
study to establish a uniform understanding about how to calcu-
late even these basic figures.

5.1. Models with Constant Temperature F1-F4
The benchmark models F1 to F4 were calculated with a given,
fixed gas temperature of 50 K. Thus, neglecting any numerical
issues, all differences in the chemical structure of the cloud
are due to the different photo-rates, or non-standard chem-
istry. Some PDR codes used slightly different chemical net-
works. The code Sternberg uses the standard chemistry
with the addition of vibrational excited hydrogen and a smaller
H-H2 formation network . The results by Cloudy were ob-
tained with two different chemical setups: The pre-benchmark
chemistry had the chemical network of Tielens & Hollenbach
(1985). The post benchmark results use the UMIST database.
Cloudy also used a different set of radiative recombination
coefficients which were the major source for their different re-
sults (Abel et al., 2005). Cloudy’s post-benchmark results
are achieved after switching to the benchmark specifications.

In Fig. 4 we present the pre- and post-benchmark results for
the main carbon bearing species C+, C, and CO. To emphasize
the pre-to-post changes we added several vertical marker lines
to the plots. For C and CO they indicate the depths at which
the maximum density is reached, while for C+ they indicate
the depths at which the density has dropped by a factor of 10.
Dashed lines indicate pre-benchmark results, while solid lines

Table 5. Overview of the most important model parameter. All abun-
dances are given w.r.t. total H abundance.

Model Parameters

AHe 0.1 elemental He abundance
AO 3 × 10−4 elemental O abundance
AC 1 × 10−4 elemental C abundance
ζCR 5 × 10−17 s−1 CR ionization rate
AV 6.289 × 10−22NHtotal visual extinction
τUV 3.02Av FUV dust attenuation
vb 1 km s−1 Doppler width
DH2 5 × 10−18 s−1 H2 dissociation rate
R 3 × 10−18T 1/2 cm3 s−1 H2 formation rate
Tgas,fix 50 K gas temperature (for F1-F4)
Tdust,fix 20 K dust temperature (for F1-F4)
n 103, 105.5 cm−3 total density
χ 10, 105 FUV intensity w.r.t.

Draine (1978) field
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Fig. 4. Model F1 (n=103 cm−3, χ = 10): Comparison between the density profiles of C+ (top), C (middle), and CO (bottom) before (top) and
after (bottom) the comparison study. The vertical lines indicate the code dependent scatter. For C and CO they indicate the depths at which
the maximum density is reached, while for C+ they indicate the depths at which the density dropped by a factor of 10. Dashed lines indicate
pre-benchmark results, while solid lines are post-benchmark.
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Fig. 5. Model F1 (n=103 cm−3, χ = 10): The photo-dissociation rates of H2 (left column), of CO (middle column) and the photo-ionization rate
of C (right column) after the comparison study.

are post-benchmark. In the pre-benchmark results the code de-
pendent scatter for these depths is ∆ AV,eff ≈ 2 − 4 and drops to
∆ AV,eff ≈ 1 in the post-benchmark results.

In the post-benchmark results, the Leiden and UCL PDR
models show a slightly different behavior. The predicted peak
depth of C is a little smaller than for the other codes. The
peak C density of UCL PDR is also roughly 50% higher than
in the other result. A comparison with the photo-ionization of
C shown in Fig. 5 confirms that a slightly stronger shielding
for the ionization of C is the reason for the different behav-
ior of C and C+. The dark cloud densities for C+, C, and CO
agree very well, except for a somewhat smaller C+ density in
the Lee96mod results.

In Fig. 5 we plot the photo-rates for dissociation of H2 (left
column) and CO (middle column) and for the ionization of C
(right column), computed after the benchmark for model F1.
Even for this simple model there are some significant differ-
ences between the models for the various rates. In the pre-
benchmark results, several codes calculated different photo-
rates at the edge of the model cloud, i.e. for very low values of
AV,eff (see online archive). The unshielded photo-dissociation
rate of molecular hydrogen should always be the same no mat-
ter which code is being used. Even so, some codes calculated
surface photo-dissociation rates between 4−5×10−10 s−1 com-
pared to the expected value of 2.59 × 10−10 s−1. Most of these
deviations were due to exposure to the full 4π steradians FUV
field instead the correct 2π, but also due to different effects,
like the FUV photon back-scattering in the Meudon results.
The post-benchmark results (Fig. 5) show that most deviations
have been corrected. The remaining offset for the Meudon re-
sult is due to the consideration of backscattered FUV photons,

increasing the local mean FUV intensity. The pre-benchmark
rates of KOSMA-τ was shifted toward slightly lower values
of AV because of an incorrect scaling between AV and AV,eff
and an incorrect calculation of the angular averaged photo-
rate (the model features a spherical geometry with isotropic
FUV illumination). The pre- to post-benchmark changes for
the photo-rates of CO and C are even more convincing (see
online archive). The post-benchmark results are in very good
accord except for some minor difference, e.g. UCL PDR’s
photo-ionization rate of C showing the largest deviation from
the main field.

The depth-dependence of the H2 photo-dissociation rate is
reflected in the structure of the H-H2 transition zone. Fig. 6
shows the densities of atomic and molecular hydrogen after the
benchmark. The vertical lines denote the minimum and max-
imum transition depths before (dashed) and after the bench-
mark (solid). For the pre-benchmark results the predicted tran-
sition depth ranges from 0.08 AV,eff to 0.29 AV,eff. In the post-
benchmark results this scatter is reduced by more than a factor
of 3. Sternberg gives a slightly smaller H density in the
dark cloud part. In this code, cosmic ray (CR) destruction and
grain surface formation are the only reactions considered in the
calculation of the H2 density. The other codes use additional re-
actions. This results in a somewhat higher H density as shown
in Fig. 6. This is due to:

H+2 + H2 → H+3 + H (k = 2.08 × 10−9 cm3 s−1)
H2 + CH+2 → CH+3 + H (k = 1.6 × 10−9 cm3 s−1)

which contribute to the total H density at high AV,eff. Even so
the difference is less than a factor of two. The Meudon model
gives a slightly smaller H2 density at the edge of the cloud than
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Fig. 6. Model F1 (n=103 cm−3, χ = 10): The H-H2 transition zone after the comparison study. Plotted is the number density of atomic and
molecular hydrogen as a function of AV,eff . The vertical lines denote the range of the predicted transition depths for pre- and post-benchmark
results (dashed and solid lines respectively).

the other codes. This is due to the already mentioned higher
photo-dissociation rate of molecular hydrogen applied in their
calculations.

The model F1 may represent a typical translucent cloud
PDR, e.g., the line of sight toward HD 147889 in Ophiuchus
(Liseau et al. , 1999). The low density and FUV intensity con-
ditions help to recognize odd behavior that would be hard
to noticed otherwise. This includes purely numerical issues
like gridding and interpolation/extrapolation of shielding rates.
This explains why the various codes still show some post-
benchmark scatter. We relate differences in the predicted abun-
dances to the corresponding rates for ionization and dissocia-
tion. Since most of the codes use the same chemical network
and apply the same temperature, the major source for remain-
ing deviations should be related to the FUV radiative trans-
fer. To this end we present some results of benchmark model
F4 featuring a density n = 105.5 cm−3 and a FUV intensity
χ = 105, in order to enhance any RT related differences and
discuss them in more detail.

Fig. 7 shows the density profiles of C+, C, and CO for the
model F4. Here, the different codes are in good agreement. The
largest spread is visible for the C density between AV,eff ≈ 3...6.
The results for C+ and CO differ less. Lee96mod’s results
for C+ and C show a small offset for AV,eff > 6. They pro-
duce slightly higher C abundances and lower C+ abundances
in the dark cloud part. The different codes agree very well in

the predicted depth where most carbon is locked up in CO
(AV,eff ≈ 3.5...4.5). This range improved considerably com-
pared to the pre-benchmark predictions of AV,eff ≈ 3...8.

The results from models F1-F4 clearly demonstrate the
importance of the PDR code benchmarking effort. The pre-
benchmark results show a significant code-dependent scatter.
Although many of these deviations could be removed during
the benchmark activity, we did not achieve identical results
with different codes. Many uncertainties remained even in the
isothermal case, raising the need for a deeper follow up study.

5.2. Models with Variable Temperature V1-V4
In the benchmark models V1-V4 the various codes were now
required to also solve the energy balance equations in order
to derive the temperature structure of the model clouds. This
of course introduces an additional source of variation between
the codes. The chemical rate equations strongly depend on the
local temperature, hence we expect a strong correlation be-
tween temperature differences and different chemical profiles
of the model codes. As a consequence of a differing density
profile of e.g. CO and H2 we also expect different shielding
signatures. We will restrict ourselves to just a few exemplary
non-isothermal results because a full analysis of the important
non-isothermal models requires more work. To study the in-
fluence of a strong FUV irradiation we show results for the
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Fig. 7. Model F4 (n=105.5 cm−3, χ = 105): The upper panel shows the post-benchmark results for the H and H2 densities. The lower panel
shows the post-benchmark density profiles of C+, C, and CO. The vertical gray lines in both panels indicate the pre-to-post changes.

benchmark model V2 with n = 103 cm−3, and χ = 105. The
detailed treatment of the various heating and cooling processes
differs significantly from code to code. The only initial bench-
mark requirements was to treat the photoelectric (PE) heating
according to Bakes & Tielens (1994). On one hand, this turned
out to be not strict enough to achieve a sufficient agreement
for the gas temperatures, on the other hand it was already too
strict to be easily implemented for some codes, like Cloudy,

which calculates the PE heating self-consistently from a given
dust composition. We mention this to demonstrate that there are
limits to the degree of standardization. Since Lee96mod only
accounts for constant temperatures, their model is not shown
in the following plots. We only give the final, post-benchmark
status.

In Fig. 8 we show the gas temperature over AV,eff. The
derived temperatures at the surface vary between 1600 and
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Fig. 8. Model V2 (n=103 cm−3, χ = 105): The plot shows the post-benchmark results for the gas temperature.

2500 K. The heating is dominated by PE heating due to the
high FUV irradiation. The main cooling is by [O I] and [C II]
emission. It is interesting, that the dominant cooling line is the
[O I] 63µm line, although its critical density is two orders of
magnitude higher than the local density (ncr ≈ 5 × 105 cm−3).
The highest surface temperature is calculated by Leiden,
while Meudon computes the lowest temperature. The bulk of
models gives surfaces temperatures near 1900 K. All models
qualitatively reproduce the temperature behavior at higher val-
ues of AV,eff and show a minimum temperature of 10 K be-
tween AV,eff ≈ 5...10, followed by a subsequent rise in temper-
ature. UCL PDR drops earliest in Tgas but then shows the slow-
est decline compared to the other codes. The temperature mini-
mum is not reached since they only calculated up to AV,eff = 5.
Meijerink computes the highest temperatures for AV,eff > 1.
They compute the strongest heating by H2 vibrational deexci-
tation, which dominates the heating, and hence the temperature
inside the cloud. Unfortunately, the H2 vibrational deexcitation
from different codes deviates by many orders of magnitude
(see online data archive). The exact treatment of this process
was not standardized and depends very much on the detailed
implementation (eg. the two-level approximation from Burton,
Hollenbach, & Tielens (1990) or Röllig et al. (2005) vs. solu-
tion of the full H2 problem like in Meudon, Cloudy, and
Sternberg). At AV,eff ≈ 2...3 we note a flattening in many
models, followed by a steeper decline somewhat deeper inside
the cloud. This is not the case for HTBKW, KOSMA-τ, and

Sternberg. The reason for this behavior is the [O I] 63µm
cooling, showing a steeper decline for the above codes. For
very large depths, KOSMA-τ produces slightly higher gas tem-
peratures. This is due to the larger dust temperature and the
largest values for the central H2 vibrational deexcitation heat-
ing. Generally, the temperatures deep inside the cloud are dom-
inated by cosmic ray heating.

In Fig. 10 we plot the total surface brightnesses of the main
fine-structure cooling lines: [C II] 158 µm, [O I] 63, and 146
µm, and [C I] 610 and 370 µm. For the KOSMA-τ model,
the surface brightness averaged over the projected area of the
clump is shown in Fig. 10. The surface brightness of these
fine-structure line is smaller by typically a few 10%, if calcu-
lated along a pencil-beam toward the clump center. Compared
with the pre-benchmark results, the spread in TB has been de-
creased significantly from almost 3 orders of magnitude to a
factor of 3-5 for [C II] and [O I]. Leiden gives the highest
[O I] brightnesses. Most probably the higher intensities result
from the fact that they have taken UV pumping of the fine-
structure levels into account. They also compute higher local
[O I] 63 µm emissivities for small values of AV,eff. COSTAR,
with very similar results for the density profile and compa-
rable gas temperatures, gives much smaller emissivities. The
reason for these deviations is still unclear. The model depen-
dent spread in surface brightnesses becomes largest for the [C I]
lines. HTBKW computes 10 times higher values for the [C I]
370µm transition than Sternberg. Both codes show almost
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Fig. 9. Model V2 (n=103 cm−3, χ = 105): The post-benchmark results for the densities of C+ (top left), the densities of C (top right), and the
densities of CO (bottom left) and O and O2 (bottom right).

identical column densities and abundance profiles of C0, yet
the local emissivities are very different between AV,eff = 4...9.
Sternberg, together with some other codes, compute a lo-
cal minimum for the cooling at AV,eff ≈ 6, while the HTBKW,
Cloudy, Meijerink, and Meudon models peak at the
same depth. This can be explained as a pure temperature ef-
fect, since the codes showing a [C I] peak compute a signif-
icantly higher temperature at AV,eff = 6: T(HTBKW)=83 K,

T(Sternberg)=10 K. These different temperatures at the C0

abundance peak strongly influences the resulting [CI] surface
brightnesses. Overall, the model-dependent surface tempera-
tures still vary significantly. This is due to the additional non-
linearity of the radiative transfer problem, which, under certain
circumstances, amplifies even small abundance/temperature
differences.
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Fig. 10. Model V2 (n=103 cm−3, χ = 105): The plot shows the post-benchmark surface brightnesses of the main fine-structure cooling lines:
[CII] 158 µm, [OI] 63, and 146 µm, and [CI] 610 and 370 µm.

5.3. Thermal balance
The temperature solutions given by the COSTAR and Leiden
codes for a single input model were examined more closely.
Since this was done some time before the actual benchmark-
ing workshop, no standard chemical network or collisional rate
coefficients were used; rather, each code used its own value,
and the influence on the thermal balance was examined. For
this test, initially only the elemental abundances, the density
(3000 cm−3) and the UV radiation field (χ = 30) were standard-
ized. The initial results are shown in the top panel of Figure 11.
At small optical depths the models show large discrepancies
in both the gas and the dust temperature. Both codes calculate
the dust temperature with a simple formula depending on χ
and AV; both codes adopting the same formula solved the dif-
ferences in the dust temperature. To get agreement on the gas
temperature, both the heating rates and the cooling rates had to
be examinded. The photoelectric and cosmic ray heating rates
were standardized, as these are the most important processes in
the model under consideration.

Since at this stage the codes used different collisional exci-
tation rates of cooling species, it was decided to calculate the
populations in LTE (instead of statistical equilibrium) for the
purposes of this comparison. A second point of concern was
the treatment of the infrared background radiation. Initially,
Leiden used the local dust temperature to calculate this, while
COSTAR used the dust temperature at the edge of the PDR. It
was agreed to adopt the approach of Hollenbach et al. (1991),
which resembles the COSTAR approach. The formulae for the

escape probabilities were adjusted so that the escape probabil-
ity is 0.5 at the edge of the PDR and decreases with increasing
optical depth (assuming a plane-parallel geometry).

The temperatures calculated by the codes after these
changes were implemented can be seen in the lower panel of
Figure 11. It can be seen that the g as temperatures agree well
(to within a few %) in most of the PDR. The greatest discrep-
ancy occur at AV=2–3, where the CO abundance of COSTAR is
much higher than that of Leiden. At higher optical depths the
CO abundances become equal again and the temperatures are
in good agreement.

6. Concluding remarks

We present the latest result in a community wide compara-
tive study among PDR model codes. PDR models are avail-
able for almost 30 years now and are established as a common
and trusted tool for the interpretation of observational data. The
PDR model experts and code-developers have long recognized
that the existing codes may deviate significantly in their results,
so that observers have to be extremely careful when blindly us-
ing the output from one of the codes to interpret line observa-
tions. The PDR-benchmarking workshop was a first attempt to
solve this problem by separating numerical and conceptional
differences in the codes, and removing ordinary bugs so that
the PDR codes finally turn into a reliable tool for the interpre-
tation of observational data.
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Fig. 11. The pre-benchmark (top panel) and post-benchmark (lower panel) temperature solutions of COSTAR and Leiden for a separate model
to focus on the thermal balance.

Due to their complex nature it is not always straightforward
to compare results from different PDR models with each other
reflecting similar uncertainties with respect to the uniqueness
of physical parameter sets derived by comparing observations
with model predictions. Our goal was to understand the mutual
differences in the different model results and to work toward
a better understanding of the key processes involved in PDR
modeling. The comparison has revealed the importance of an
accurate treatment of various processes, which require further
studies.

The workshop and the following benchmarking activities
were a success regardless of many open issues. The major re-
sults of this study are:

– The collected results from all participating models rep-
resent an excellent reference for all present PDR codes

and for those to be developed in the future. For
the first time such a reference is easily available not
only in graphical form but also as raw data. (URL:
http://www.ph1.uni-koeln.de/pdr-comparison)

– We present an overview of the common PDR model codes
and summarize their properties and field of application

– As a natural result all participating PDR codes are now
better debugged, much better understood, and many differ-
ences between the results from different groups are now
much clearer resulting in good guidance for further im-
provements.

– Many critical parameters, model properties and physical
processes have been identified or better understood in the
course of this study.

– We were able to increase the agreement in model predic-
tion for all benchmark models. Uncertainties still remain,



18 Röllig et al.: A PDR-Code comparison study

visible e.g. in the deviating temperature profiles of model
V2 (Fig. 8) or the large differences for the H2 photo-rates
and density profiles in model V4 (cf. online data archive).

– All PDR models are heavily dependent on the chemistry
and micro-physics involved in PDRs. Consequently the re-
sults from PDR models are only as reliable as the descrip-
tion of the microphysics (rate coefficients, etc.) they are
based on.

One of the lessons from this study is that observers should not
take the PDR results too literally to constrain, for example,
physical parameters like density and radiation field in the re-
gion they observe. The current benchmarking shows that the
relative trends are consistent between codes but that there re-
main differences in absolute values of observables. Moreover
it is not possible to simply infer how detailed differences in
density or temperature translate into differences in observables.
They are the result of a complex, nonlinear interplay between
density, temperature, and radiative transfer. We want to empha-
size again, that all participating PDR codes are much ’smarter’
than required during the benchmark. Many sophisticated model
features have been switched off in order to provide comparable
results. Our intention was technical not physical. The presented
results are not meant to model any real astronomical object and
should not be applied as such to any such analysis. The current
benchmarking results are not meant as our recommended or
best values, but simply as a comparison test. During this study
we demonstrated, that an increasing level of standardization re-
sults in a significant reduction of the model dependent scatter
in PDR model predictions. It is encouraging to note the overall
agreement in model results. On the other hand it is important
to understand that small changes may make a big difference.
We were able to identify a number of these key points, e.g. the
influence of excited hydrogen, or the importance of secondary
photons induced by cosmic rays.

Future work should focus on the energy balance problem,
clearly evident from the sometimes significant scatter in the
results for the non-isothermal models V1-V4. The heating by
photoelectric emission is closely related to the electron density
and to the detailed description of grain charges, grain surface
recombinations and photoelectric yield. The high temperature
regime also requires an enlarged set of cooling processes. As a
consequence we plan to continue our benchmark effort in the
future. This should include a calibration on real observational
findings as well.
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A&A, 342, 542

Warin, S., Benayoun, J. J., & Viala, Y. P., 1996, A&A, 308, 535
Wilson C. D. 1995, ApJ,448, L97
Wilson, C. D.; Olofsson, A. O. H.; Pagani, L.; Booth, R. S.;

Frisk, U.; Hjalmarson, .; Olberg, M.; Sandqvist, Aa., 2005,
A&A, 433, L5

Wolfire, M. G., Hollenbach, D., McKee, C. F., Tielens,
A. G. G. M., & Bakes, E. L. O. 1995, ApJ, 443, 152

Wolfire, M. G. and McKee, C. F. and Hollenbach, D. and
Tielens, A. G. G. M., 2003, ApJ, 587, 278

Zaritsky, D.; Kennicutt, R. C., Jr.; Huchra, J. P., 1994, ApJ, 420,
87

Zielinsky M., Stutzki J., Störzer H. 2000, A&A, 358


